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Learning goals

● Contextualize automation/AI 
assessment

● Engage in ethical pragmatism in 
assessment decisions

● Consider elements of our proposed 
framework when making assessment 
decisions

● Apply the framework to an example



Overview

1. Context - uses of AI/automation in assessment in higher education

2. Key considerations for evaluating AI assessment tools

3. Overview of flowchart

4. Example

5. Questions and discussion



Context



Context

Automation/AI in assessment for higher ed is not entirely new

● Automation previously used solely with constrained 
assessment formats e.g., multiple choice questions in Scantron 
instruments.

● Summative examples using “Predictive AI” (vs. generative AI)

● GRE

● TOEFL

● Writing placement exams (e.g, “Accuplacer”)



Context (cont.)

What is new is the “generative” component

● Formative/everyday examples using “Generative AI”

○ Grammarly

○ ChatGPT (provide feedback, enter rubric and have it assess, generate assessment items)

○ Packback

○ Perusall

Also new is the accessibility component (i.e., no code versions)

● Automation/AI for assessment is no longer just for computer scientists. It’s accessible to professors 
in English, music, arts, education, and it’s now being used in loosely structured assessment formats 
(e.g., writing, performance assessments of different types)



Big Ideas

Factors driving adoption of automation/AI assessment

● Scale of instructor’s grading/feedback load

● Independent of scale, the effort required for grading/feedback

● Technological advances and widespread availability of assessment options

Benefits

● Provide students more immediate feedback 

● More consistent/objective* than instructors

● Beneficial division of labor for instructor

○ Useful analogy: Portions of assessment and feedback have been and are increasingly delegated to others e.g., TAs

Concerns

● Replacing essential instructor functions

● Inaccuracy and bias



Key Considerations



Key Considerations for Evaluating AI 
Assessments in HE

1. Assessment Purpose

2. Pedagogical Alignment

3. Technical Robustness*

4. Ethical Considerations*

5. Explainability

6. Community and Stakeholder Engagement*

7. Evaluation and Continuous Improvement*

* indicates new or unique considerations for an AI/automated assessment



1.  Assessment Purpose

● What is the purpose of the assessment to which the AI/automated tool will be 
applied? 

○ Summative? - applying a grade, evaluating learning outcomes

○ Formative? - assessment to support learning while learning is occurring (i.e., feedback to 
support improvement)

● Big Idea: The more stakes attached to the assessment, the more important it is 
for the faculty member to make an informed decision based on additional 
considerations.



2. Pedagogical Alignment

● Ensure that the AI tool aligns well with the learning objectives of the course 
or assessment.

● Check the capability of the AI tool in providing immediate, personalized, 
and constructive feedback to students. This is perhaps the best application 
of AI and automation for assessment.

● Big Idea: The decision to adopt an automated/AI assessment tool should 
be because it advances instructional priorities and learning outcomes, NOT 
because it will save the instructor time (although that’s nice, too) 



3.  Technical Robustness*

● Valid inferences about students’ performance are only possible when an 
automated/AI tool produces scores/feedback that is (a) reliable, (b) construct 
relevant, and (c) used in a way that was aligned with its originally developed use 
case.

● Canvas integration and accessibility: Feasibility is increased when an 
automated/AI tool is integrated within Canvas.

● Big Idea: Technical qualities of the scores and technical issues related to 
integration are critical considerations for automated/AI assessments.



4. Ethical Considerations* 

● Equitable access and bias

○ Ensure all students have equitable access to the automated/AI tool and the 
learning opportunities it provides.

○ Ensure that the assessment/scoring/feedback is not biased and will not 
unfairly advantage/disadvantage certain groups of students (i.e., 
algorithmic bias)

● Data privacy and security

○ Understand how student data is used (if at all) and protected and the rights 
that are given to the company when using the tool

● Big Idea: Equity, access, and data privacy must be carefully considered 
for automated/AI assessments.



5. Explainability

● Lack of detailed knowledge of assessment and measurement is a 
systematic and systemic issue

● Ensure that you are able to explain in basic terms how the AI tool 
operates, the data it collects, and the decisions it makes. 

● Big Idea: You’re the one that submits grades to registrar, so you 
have to stand by those grades and feel that those are valid. If you 
cannot explain in basic terms how the automated/AI system 
works, this is a red flag.



6.    Stakeholder and Community Engagement* 

● Engage with students in decision-making processes related to 
AI tool adoption.

● Ensure that you hear from a multiplicity of voices. Cast a wide 
net and offer multiple means of sharing feedback to ensure 
that the piloted automated/AI assessment is working not just 
for the instructor, but the students as well. 

● Big Idea: Students, as the those most directly affected by the 
automated/AI assessment, should have opportunities to 
share their perspective and feedback. That feedback should 
be carefully weighed. 



7.  Evaluation and Continuous Improvement*

● Regularly evaluate the effectiveness of the AI tool in achieving desired 
learning outcomes.

● Faculty less comfortable with planning an evaluation, should consider 
partnering with CTAL or SOE faculty to collaborative design, implement, 
and analyze such an evaluation.

● Big Idea: Pilot→ evaluate→adjust and improve —>rinse and repeat



Flowchart to 
Aid Decision Making







Example: Perusall



Example - Perusall

Perusall can "grade" student comments:

"Perusall uses a machine learning algorithm that uses linguistic features of 
the text to create a predictive model for the score a human instructor would 
give….From Perusall's Perspective, we are trying to save an instructor time by 
suggesting a score. By default, will we not show students scores until you are 
ready to release and approve. (emphasis added)"

https://support.perusall.com/hc/en-us/articles/360034824694-How-is-comment-quality-defined-in-Perusall-





Example - Perusall

Allison: Meets expectations

Alison’s comments reveal interpretation of the text and demonstrate her understanding of concepts 
through analogy and synthesis of multiple concepts. Her responses are thoughtful explanations with 
substantiated claims and/or concrete examples. She also poses a profound question that goes beyond 
the material covered in the text. Finally, she applies understanding of graphical representation to 
explain the relationship between concepts.

Beth: Improvement needed

While Beth asks possibly insightful questions, she does not elaborate on thought process. She 
demonstrates superficial reading, but no thoughtful reading or interpretation of the text. When 
responding to other students’ questions, she demonstrates some thought but does not really address 
the question posed.

Cory: Deficient

Cory’s comments have no real substance and do not demonstrate any thoughtful reading or 
interpretation of the text. His questions do not explicitly identify points of confusion. Moreover, his 
comments are not backed up by any reasoning or assumptions.



Example - Perusall

● How should a faculty member decide to use Perusall's 
comment scoring feature?

● What information is needed to make that decision?

● What factors are important in making that decision?



Questions and 
Discussion 



Key questions to ask when 
considering AI in assessment

In addition to questions explored for every assessment decision (e.g., alignment with 
purpose and goals, ability to explain and take responsibility for evaluations and 
feedback):

● Technical robustness: Is the tool (a) reliable, (b) construct relevant, and (c) 
used in a way that was aligned with its originally developed use case?

● Ethical considerations: Do all students have equitable access? Is it unbiased? 
Are data protected?

● Stakeholder and community engagement: Have students and others been 
consulted to ensure the tool works for them, too?

● Evaluation and continuous improvement: Do you have plans to regularly 
evaluate the effectiveness of the tool and make adjustments?



Thank you! 

Kevin R. Guidry

Associate Director of Educational Assessment

Center for Teaching and Assessment of Learning

krguidry@udel.edu

Joshua Wilson

Associate Professor, School of Education

College of Education and Human Development

joshwils@udel.edu

mailto:krguidry@udel.edu
mailto:joshwils@udel.edu

	Slide 1: Navigating the AI Landscape:     A Framework for Evaluating     Assessment Tools in Higher Education
	Slide 2: Learning goals
	Slide 3: Overview
	Slide 4: Context
	Slide 5: Context
	Slide 6: Context (cont.) 
	Slide 7: Big Ideas
	Slide 8: Key Considerations
	Slide 9: Key Considerations for Evaluating AI Assessments in HE
	Slide 10: 1.  Assessment Purpose
	Slide 11: 2. Pedagogical Alignment 
	Slide 12: 3.  Technical Robustness* 
	Slide 13: 4. Ethical Considerations* 
	Slide 14: 5. Explainability 
	Slide 15: 6.    Stakeholder and Community Engagement*  
	Slide 16: 7.  Evaluation and Continuous Improvement* 
	Slide 17: Flowchart to  Aid Decision Making
	Slide 18
	Slide 19
	Slide 20: Example: Perusall
	Slide 21: Example - Perusall
	Slide 22
	Slide 23: Example - Perusall
	Slide 24: Example - Perusall
	Slide 25: Questions and Discussion 
	Slide 26: Key questions to ask when considering AI in assessment
	Slide 27: Thank you! 

